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Moment Generating Function

Definition

For any random variable X , the moment generating function (MGF)
MX (s) is

MX (s) = E
[
esX
]
. (1)

Discrete:
MX (s) =

∑
x∈Ω

esxpX (x) (2)

Continuous:

MX (s) =

∫ ∞
−∞

esx fX (x)dx (3)

Interpretation: Laplace transform:

L[f ](s) =

∫ ∞
−∞

f (t)estdt.
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Example 1

Example. Consider a random variable X with three state 0, 1, 2 with
probability masses 2

6 ,
3
6 ,

1
6 respectively. Find MGF.

Solution.

MX (s) =

=
1

3
+

es

2
+

e2s

6
.
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Example 2

Example. Find the MGF for a Poisson random variable.

Solution. The MGF is

MX (s) =

= eλe
s
e−λ.
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Example 3

Example. Find the MGF for an exponential random variable.

Solution. The MGF is

MX (s) =

=
λ

λ− s
, if λ > s.
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Getting Moments from MGF

Theorem

The MGF has the property that

MX (0) = 1,
dk

dsk
MX (s)|s=0 = E[X k ], for any positive integer k.

Proof. The first property can be proved by noting that

MX (0) = E[e0X ] = E[1] = 1.

The second property holds because

dk

dsk
MX (s) =

∫ ∞
−∞

dk

dsk
esx fX (x)dx =

∫ ∞
−∞

xkesx fX (x)dx .

Setting s = 0 yields

dk

dsk
MX (s)|s=0 =

∫ ∞
−∞

xk fX (x)dx = E[X k ].
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Moment Generating Functions

Distribution PMF/ PDF E[X ] Var[X ] MX (s)

Bernoulli P[X = 1] = p p p(1− p) MX (s) = 1− p + pes

Binomial pX (k) =
(n
k

)
pk (1− p)n−k np np(1− p) MX (s) = (1− p + pes)n

Geometric pX (k) = p(1− p)k−1 1
p

1−p
p2 MX (s) = pes

1−(1−p)es

Poisson pX (k) = λk e−λ

k!
λ λ MX (s) = eλ(es−1)

Gaussian fX (x) = 1√
2πσ2

e
− (x−µ)2

2σ2 µ σ2 MX (s) = eµs+ σ2s2

2

Exponential fX (x) = λ exp {−λx} 1
λ

1
λ2 MX (s) = λ

λ−s

Uniform fX (x) = 1
b−a

a+b
2

(b−a)2

12
MX (s) = esb−esa

s(b−a)

Table: Moment generating functions of common random variables.

7 / 15



c©Stanley Chan 2020. All Rights Reserved.

Independent random variables

Theorem

Let X and Y be independent random variables. Let Z = X + Y . Then,

MZ (s) = MX (s)MY (s). (4)

Proof. By definition of MGF, we have that

MZ (s) = E
[
es(X+Y )

]
(a)
= E

[
esX
]
E
[
esY
]

= MX (s)MY (s),

where (a) holds because X and Y are independent. �
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Many Independent Random Variables

Corollary

independent random variables X1, . . . ,XN

Z =
∑N

n=1 Xn

Then, the MGF of Z is

MZ (s) =
N∏

n=1

MXn(s).

If X1, . . . ,XN are i.i.d., then the MGF is

MZ (s) = (MX1(s))N .
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Example 4

Theorem (Sum of Bernoulli = Binomial)

X1, . . . , XN be a sequence of i.i.d. Bernoulli random variables with
parameter p

Z = X1 + . . .+ XN

Then Z is a binomial random variable with parameters (N, p).
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Proof

MGF of Z is

MZ (s) = E[es(X1+...+XN)] =
N∏

n=1

E[esXn ]

=
N∏

n=1

(
pes1 + (1− p)es0

)
= (pes + (1− p))N .

MGF of a binomial random variable: If Z ∼ Binomial(N, p), then

MZ (s) = E[esZ ] =
N∑

n=0

esk
(
N

k

)
pk(1− p)N−k

=
N∑

n=0

(
N

k

)
(pes)k(1− p)N−k = (pes + (1− p))N ,
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Example 5

Theorem (Sum of Gaussian = Gaussian)

Let X1, . . . , XN be a sequence of Gaussian random variables with
parameters (µ1, σ1), . . . (µN , σN). Let Z = X1 + . . .+ XN be the sum.
Then, Z is a Gaussian random variable:

Z = Gaussian

( N∑
n=1

µn,

N∑
n=1

σ2
n

)
. (5)

12 / 15



c©Stanley Chan 2020. All Rights Reserved.

Proof

Proof. We skip the proof of the MGF of a Gaussian. It can be shown that

MX (s) = eµs+σ2s2

2 . (6)

When we have a sequence of Gaussian random variables, then

MZ (s) = E[es(X1+...+XN)]

= MX1(s) . . .MXN
(s)

=

(
eµ1s+

σ2
1s

2

2

)
· · ·
(
eµN s+

σ2
Ns2

2

)
= exp

{(
N∑

n=1

µn

)
s +

(
N∑

n=1

σ2
n

)
s2

2

}
.

Therefore, the resulting random variable Z is also a Gaussian. The mean
and variance are

∑N
n=1 µn and

∑N
n=1 σ

2
n, respectively. �
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Summary

What is a moment generating function?

E[esX ]

Can generate moments

Useful for sum of random variables
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Questions?
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